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Abstract—Recent work identified a concerning trend of dis-
proportional gender representation in research participants in
Human-Computer Interaction (HCI). Given that many Human
Robot Interaction (HRI) methodologies originate in/mirror those
seen in HCI, we are investigating the extent to which this trend is
replicated in our field through production of a dataset covering
participant gender representation, reporting, and analysis in all
684 full papers published at the HRI conference from 2006-2021.
This short paper presents a high level overview of some of our
most pressing findings, key discussion points, and questions for
the HRI community regarding gender in HRI.

Index Terms—Human Robot Interaction, Research Methods,
Gender, Diversity

I. INTRODUCTION

Since the start of the IEEE/ACM International Conference
on Human-Robot Interaction in 2006, researchers have been
concerned with whether user gender might influence human
robot interaction (HRI) [1]–[3]. Today, HRI works continue
to examine the impact of user gender [4]–[6], robot gender-
ing [7], [8] and if/how these two might interact [9]–[12].
At the same time, recent critiques have drawn attention to
the way that current approaches to technology development
and deployment may be upholding and reinforcing historical
systems of gender-based oppression. This can happen through
e.g., subtly favouring specific gender identities in recruitment
and software development [13], [14], but also through data
exclusion [15]–[17], and embedding gender bias directly into
machines [17]–[19].

In their 2021 paper at the ACM Conference on Human
Factors in Computing Systems (CHI), Offenwanger et al.
identified a number of concerning trends regarding gender
bias 1 in Human-Computer Interaction (HCI) research [20].
Undertaking a systematic review of 1,147 CHI papers pub-
lished between 1981 and 2020, the authors documented a
persistent under-representation of women (including a steady
decline in the number of women participating in studies
hosted on Amazon Mechanical Turk), as well as the continued
invisibility and othering of non-binary participants. They also
noted that gender bias patterns vary across sub-topics of HCI
research with e.g. studies pertaining to physical interaction and

*All authors contributed equally to this work. KW takes on first author
responsibilities whilst 2nd-4th author ordering was decided by dice roll.

1We refer readers to [20] for definitions of gender, sex and bias as we
utilise these terms in this work

virtual environments having lower representation of women
than those pertaining to family and home or community
infrastructure. Given that HRI is known to employ similar
methods to HCI when it comes to design and user studies [21]–
[23], Offenwanger et al.’s findings clearly motivate a thorough
reflection on how we are doing HRI, and perhaps more
specifically who we are inviting to do it with us and how
we are reporting that in our publications.

A. Quantifying Diversity in Research

For this short paper, we focus on replicating the Distance
from Even Representation (DER) measure developed by Of-
fenwanger et. al. [20]:

DER =
women−men

women+men
(1)

ranging from [-1;1], to specifically study the relative repre-
sentation of men and women, where 0 corresponds to equal
representation. Although this metric lacks the ability to handle
more than two genders, or intersectional aspects of gender, its
simplicity makes interpretations and limitations clearer.

II. THE HRI RESEARCH PARTICIPATION DATASET

We annotated the 684 full papers published at the
ACM/IEEE HRI conference from 2006 to 2021 (excluding
extended abstracts, LBR’s, student design competitions, and
video submissions).

A. Data Collection Tool and Data Schema

We contacted the authors of Offenwanger et. al. [20], who
provided us with a copy of the Machine Assisted Gender Data
Annotation (MAGDA) tool for this analysis. The MAGDA
tool was designed to complement the data schema developed
by Offenwanger et. al., which we adhered to in our data
collection.

For brevity in this short paper, we refer readers to Offen-
wanger et al for full detail on the guidelines underpinning
the data collection process [20] but summarise here a few key
decisions and assumptions important for interpreting our initial
results.



1) The Binary Assumption: The dataset only contains ‘raw’
information from the papers, meaning that we did not try to
interpret it at this stage. For example, if a paper referred to “20
participants (10 women)”, we reported 20 total participants, of
which 10 women and 10 of unknown gender, and that the paper
utilised a binary gender assumption. However, for calculating
gender metrics we interpreted this to mean 10 men and 10
women.

2) The Othering of Non-Binary Participants: Where papers
utilised an other category in reporting participant gender, we
have assumed (both during data collection and in participant
counts) that these participants identified as non-binary individ-
uals, on the basis that they did not identify with binary male
or female terms. Given that authors may also have included
participants who chose not to share their gender within this
other category, it’s possible that we therefore over-estimate
the number of non-binary participants who’ve taken part in
research to date.

B. Classification of (Additional) Participant Data

In order to analyse participant sources as Offenwanger
et. al did [20], we tagged all text that contained additional
information about study participants. This typically included
items such as age, nationality, familiarity with robots, etc.

C. Classification of Gender Analyses and Discussion

We also identified papers that conducted some form of
analysis of participant gender, or that discussed gender in the
paper. We classified papers that had a clear research question
or hypothesis related to gender as ’Main gender discussion’,
and further separated these into papers that analysed the rele-
vant results qualitatively and/or quantitatively. The remaining
papers, which treated gender as ‘confound’, ‘controlled’ for
gender when conducting statistical analysis, or did some post-
hoc analysis, were labelled as ‘confound’.

D. Automatically Identifying Sub-Topics of HRI

In order to classify the papers by HRI sub-topic, we fol-
lowed the method used by Offenwanger et. al. [20], applying
probabilistic topic modelling [24] to our 684 papers using the
MALLET library [25].

III. SOME KEY FINDINGS

A. Who is Taking Part in HRI Research?

Our analysis reveals that men have made up the majority of
HRI research participants to date, with a small but consistent
gap between men and women that shows no indication of
changing. Across all HRI conference papers to date, average
DER was -0.085 (equivalent to approximately 20% more men
than women) and has fluctuated around an average of -0.066
since 2010 (equivalent to approximately 15% more men than
women).

Mirroring Offenwanger et al.’s findings from HCI [20],
non-binary participants represent only a tiny proportion of
participants in HRI research studies. Only in 2020 and 2021

have more than two papers at the conference reported stud-
ies including non-binary participants, with these participants
representing only 0.18% and 0.46% of the total participants
described in those years, respectively.

Notably, only 6 of the the 17 papers across 2020 and 2021
reporting studies with non-binary participants avoided othering
by specifically utilising gender terms such as non-binary rather
than simply listing anyone who didn’t identify with pre-defined
items under an ‘other’ category, deviating from published best
practices for the inclusive capture and reporting of participant
gender [26].

B. Variations Across Sub-Field and Recruitment Method

Figure 1 shows (by use of the DER measure) that partic-
ipant gender diversity varies across sub-topics of HRI, with
a Kruskal-Wallis test demonstrating these differences to be
significant (χ2(13) = 36.639, p < 0.001).

Fig. 1: DER by sub-topic of HRI based on our dataset of HRI
papers from 2005-2021. DER = 0.0 is marked by the dashed
line. Mean DER across all papers was -0.08, the Groups
subtopic was the only topic to have a non-negative DER, with
a mean DER of 0.001.

We found that only three recruitment methods were referred
to in five or more papers across multiple years of the confer-
ence (see the supplementary materials for our coding schema).
These were community and local institution recruitment –
which appear to have remained consistently common across all
years of the conference – and crowdsourcing – the majority of
which specifically refers to Amazon Mechanical Turk (MTurk),
which has increasingly appeared since 2015. Specifically, of
the 65 papers that used crowdsourcing methods, 56 (86%)
used MTurk. The COVID-19 pandemic likely made in-person
user studies infeasible for many researchers in 2020 and
2021; however, given that papers published at HRI 2020 were
submitted in autumn 2019, this alone does not explain the
increase in MTurk studies between 2019 and 2020. Similarly,
if the pandemic was specifically responsible for a (temporary)



increase in the use of MTurk for recruitment, then a larger
increase than demonstrated might also have been expected
between HRI 2020 and HRI 2021. As such, it seems rea-
sonable to conclude there is a steady increase in the use of
MTurk for recruiting HRI research participants, regardless of
the pandemic. Figure 2 shows DER across the different recruit-
ment types reported in papers. We replicate Offenwanger et
al’s finding that crowdsourcing seems to represent a potential
source of gender bias within participants, as papers citing its
use have significantly lower DER than papers utilising other
recruitment methods (Kruskal-Wallis test, χ2(3) = 12.24,
p < 0.01).

Fig. 2: DER across the most common recruitment methods
consistently referred across multiple papers and multiple years
of the conference.

C. Gender Analyses in HRI User Studies

The vast majority of papers reporting gender did not conduct
gender based analysis, of the 101 papers that did, the majority
treated it as a confound. Only 7.4% of all papers describing
a user study in our systematic review identified an explicit
research question or hypotheses regarding participant gender,
and results on the impact of gender thus far are mixed
(Figure 3).

IV. DISCUSSION POINTS AND OPEN QUESTIONS FOR THE
HRI COMMUNITY

A. How Do We Improve (and Measure) Diversity in Research
Participation?

These initial results point towards HRI sub-field and/or
recruitment method (no doubt linked) as influencing research
participation. For example, our review identified crowdsourc-
ing as being a potential source of bias. MTurk specifically
has also been condemned for poor ethical practices regarding
e.g. workers’ compensation and rights [27]. However, other
crowdsourcing websites such as Prolific 2 have been posited

2https://prolific.co/

as a potentially more ethical alternative for conducting high
quality online research [28], and specifically provide gender
screening tools that allow for targeted recruitment of partici-
pants by gender that might be used to reduce gender bias. Of
course, such efforts are subject to (1) the gender representation
of workers on those platforms and (2) the use of such screeners
e.g. to explicitly engage with (rather than exclude-by-design)
non-binary participants to avoid thus reinforcing their current
under-representation in research. Prolific in particular “went
viral” on TikTok in August 2021 leading to ‘30,000 new
participant signups to Prolific, which skewed heavily towards
female participants in their 20s’ 3 and have also recently
updated their gender screening options to reflect that partic-
ipant sign-ups are asked “What gender are you currently?
We will ask about your sex later” with options whereby
e.g. Woman explicitly includes Trans Female / Trans Woman.
Prolific’s other screening options offer a fantastic example of
the intersectionality we have alluded to throughout this article
in practice: researchers can apply a screeners relating to e.g.
work, political and religious beliefs, education etc., use of
which will no doubt have implications on participant diversity
which we ought to be aware of. In addition, we must also
be cognisant that targeted recruitment of minority individuals
(attempting to increase diversity) often leads to their engaging
in disproportionate, often underpaid/valued labour; akin to
e.g. the over-burdening of female faculty with service tasks
as universities aim for gender balance in key administrative
functions [29].

Differences in diversity across sub-fields likely also re-
flect methodological differences across the various disciplines
represented by HRI researchers. Quantitative methods are
designed to allow generalization (ideally universally), but to
be able to say something about the general, the unusual is
often clustered or ignored, making it even less visible [30].
Qualitative approaches instead focus on highlighting specific
instances, allowing the reader to identify when and how they
can be relevant for their own situations [31]. The transferability
of a study is thus dependent on rich descriptions of the context
and situation. There is an exciting (and optimistic) question
here of whether we can leverage the interdisciplinarity of HRI
to improve diversity by sharing best practices cross-discipline.

B. When (not) and How (not) to do Gender Analysis?
Whilst we report on the number of papers which present

gender-based analyses, and the proportion of these that treated
gender as a main variable of interest versus a potential
confound, we want to make it clear that we do not advocate for
gender based analysis to be a default norm when conducting
HRI user studies. A key question we think the community
needs to consider (and one for which there is no easy or
straightforward answer) is when and how we should (not) be
looking for gender effects. On the one hand, neglecting gender
differences can lead to the design of systems which disadvan-
tage women and non-binary individuals [15] but unfounded

3https://blog.prolific.co/we-recently-went-viral-on-tiktok-heres-what-we-
learned/



(a) (b) (c)

Fig. 3: (a) the number of papers in our dataset which report and/or conduct some sort of analysis relating to participant gender
(b) how participant gender was treated by those papers reporting a gender based analysis (main hypothesis versus confound) and
(c) the number of papers which reported gender effects versus those which either specifically reported no effect or, identified
including gender in their analysis but did not report any related gender specific effects.

gender analysis risks the propagation of stereotypes through
the post-hoc rationalisation of findings. How do we get past
the issue that our most commonly used statistical methods
fundamentally push us towards excluding small numbers of
e.g. non-binary participants from our analyses? Can recent
works e.g. in the areas of Data Feminism [30] and Design
Justice [32] help us to answer this question, and better reflect
on how we deal with gender (and other intersectional identity
traits) in the application, development and testing of HRI?

C. What Should We Report, and How?

Whilst the majority of user study papers we analysed
reported participants’ gender, it is perhaps surprising that
this was not universal (even in papers from the most recent
editions of the conference) given e.g. APA guidelines 4. As
previously noted, we identified a that a number of papers
also engaged in the othering of non-binary participants. We
encourage HRI researchers to integrate current best practices
for the inclusive collection and analyses of participant gender
into their work [26] but also ask how else we can and
should report on study participation. In our data labelling
process, it was surprisingly difficult for us to consistently
extract quantitative data about exactly who had taken part
in the studies described. Further, gender reporting in the
papers we analysed left us unable to examine the extent to
which the lack of non-binary participants might stem from
authors simply failing to provide participants with a non-
binary option in their gender demographics question versus
targeted and explicit recruitment of men and women only. We
therefore suggest that authors always report the number of
participants who selected each gender option presented, even
when that number is 0, and make it clear whether (and why)
any gender screening was applied at the point of participant
recruitment or data analyses. Our classification of (additional)
participant data also identified a wide range of participant
identity traits that may (not) be reported presumably based
on their perceived relevance to a paper’s research question
and/or disciplinary traditions held by the authors. Given the

4see APA7 Section 5.5: https://apastyle.apa.org/jars

interdisciplinary nature of HRI, we wonder whether the HRI
conference might play a greater role in providing reporting
guidelines and/or encouraging their use by exluding such
reporting from submission page limits. Again, the question
of what exactly should be reported is one which is not easily
answered, and again brings up the notion of intersectionality
when considering research participation and its influence on
our results.

V. CONCLUSION AND NEXT STEPS

We are currently preparing a more detailed manuscript
containing additional analysis of our dataset as well as/in
combination with results from a survey of HRI researchers.
Specifically we look to investigate:

• alternate metrics of diversity (specifically we consider
the ecology-inspired Gender Diversity Index previously
posited as a tool for monitoring diversity in scientific
communities [33])

• what (and why) HRI researchers capture and report in the
context of user studies

• intersectionality in researcher gender, educational back-
ground and sub-field and if/how this correlates with
participant diversity

We will release our dataset alongside said manuscript, in
the hope that other researchers might investigate other trends
in research participation in addition to our gender-focused
analysis. Our analysis thus far leads us to the conclusion that
user gender currently sits in somewhat of a ‘grey area’ for
researchers, with a lack of clarity surrounding if, when and
why gender analyses might be (in)appropriate. Our aim is
to produce a summary set of workable, practical suggestions
for HRI moving forward, and so we welcome input from the
community on the discussion questions raised above.
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