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Abstract—This article presents a cross-cultural replication of
recent work on productively violating gender norms; specifically
demonstrating that breaking norms can boost robot credibility
while avoiding harmful stereotypes. In this work we demonstrate
via a 3 (country) x 3 (robot behaviour) between-subject experi-
ment that these findings replicate cross-culturally across the US,
Sweden, and Japan, finding evidence that breaking gender norms
boosts robot credibility regardless of gender or cultural context,
and regardless of pretest gender biases. Our findings further
motivate a call for feminist robots that subvert the existing gender
norms of robot design.

Index Terms—social human robot interaction, robot abuse,
robot gendering, robot ethics

I. INTRODUCTION

Robots, especially language-capable robots, wield demon-
strable persuasive power not only over interactants’ beliefs and
behaviors, but also over the systems of social and moral norms
they use to navigate human-robot – and human-human – inter-
actions. Researchers have recently argued that this persuasive
power gives robots critical responsibilities, not only to adhere
to norms, but also to call out others’ norm violations, to avoid
accidentally weakening important social and moral norms.
For example West et al.’s 2019 UNESCO report specifically
drew attention to the problematic nature of deploying female
gendered agents unable to adequately respond to abusive
behaviour, as such agents propagate harmful stereotypes about
women e.g. being tolerant of poor treatment [1]. Accordingly,
researchers have been exploring how robots may (i) call
out common norm violations such as overt and benevolent
sexism and (ii) model alternative behavioural norms to avoid
propagating harmful stereotypes.

Recent work from Winkle et al. sits at the intersection of (i)
and (ii) as it explored the effectiveness of a female-presenting
robot calling out abusive sexism in a classroom context and
investigated the effect that responding to this norm violation
(rather than refusing to engage, as current digital assistants do),
might have on robot credibility [2]. That research provided
initial evidence that having a robot provide a (norm-breaking)

rationale-based or counterattacking response significantly im-
proved its credibility with girls without impacting how it
was perceived by boys, and moreover that the rationale-based
response may have reduced boys’ gender bias.

However, it is unclear to what extent these findings general-
ize cross-culturally. Winkle et al. showed a female-presenting
robot responding to sexist, abusive behavior: a scenario with
nuanced and interacting gender and politeness norms that are
known to vary across cultures. Gender norms are culturally
variant [3][4][5] as are politeness norms [6][7] and politeness
norms are highly gendered [8][9] and are gendered differently
cross-culturally [10][11][12].

This cultural variance in gender norms may explain the
variance in politeness-oriented design recommendations that
have recently emerged from HRI research in different cultural
contexts. While Winkle et al.’s work (conducted in Sweden)
seems to recommend actively challenging sexist abuse in
alignment with [1], Chin et al.’s work (conducted in Korea) in-
stead suggests artificial agents should give empathetic, apolo-
getic responses when abused [13]. And Jackson et al.’s work
(conducted in the U.S.) suggests participants prefer robots
to use proportional norm violation responses – preferences
that are themselves informed and shaped by human gender
norms [14].

We thus undertake a cross-cultural study, conceptually
replicating the work of [2] with university populations from
Sweden, the USA and Japan. These countries are ranked
very differently for overall gender equality (5th, 30th and
120th respectively in the 2021 World Economic Forum Global
Gender Gap Report 2021), and have different societal gender
norms [15][16][11]. Such a study could not only confirm
previous findings, but could moreover answer new questions
surrounding whether cultural differences in gender norms and
gendered politeness norms might influence robots’ impact on
gender biases, the effects of robot norm violation responses
on their credibility, and the type of norm violation responses
preferred by observers.

To better study the impact of these cross-cultural variations



in gendered politeness norms, we also opt for a different
choice of within-culture population than that sampled in
[2]. While Winkle et al.’s original study involved Swedish
schoolchildren, we instead consider adults on the assumption
they are more likely to have internalized the gender norms and
biases of their cultures; an assumption in line with Winkle
et al.’s finding that gender bias increased with participant
age. And, to better understand the role of cultural differences
in mediating preferences between norm violation responses,
we consider a set of norm violation responses informed
by the strategies previously explored by both [2] and [13]:
apologetic empathetic responses, non-apologetic empathetic
responses, counterattacking responses, and avoidant responses
(see Tables I and II).

To investigate the cross-cultural applicability of the call for
the design of feminist robots [2]; in this context meaning robots
which are designed to subvert harmful trends in gendered AI
and contribute to tackling underrepresentation in computing
subjects, we first pose the following research questions:

(RQ1) To what extent can such robots impact pre-hoc gender
biases and interest in robotics across different cultures?

(RQ2) To what extent do norm-breaking responses to sexism
and abuse boost robot credibility across different cultures
and participant genders?

In addition, given Chin et al.’s call for empathetic responses
to abuse [13], we ask:

(RQ3) Do participants identify empathetic and, more specifi-
cally apologetic empathetic responses as being the most
appropriate type of response to abuse, and does this vary
across different cultures?

II. RELATED WORK

A. Gender in HRI

Interactant gender has been shown to mediate human-robot
interaction in many consequential ways [17][18][19]. For
example, manipulation of robot gender presentation has been
shown to influence robots’ perceived suitability for different
tasks [20][21][22][23], and there is concern that these effects
can carry into human-human interaction, as the gendering of
robots and other artificial social agents may reinforce harmful
gender stereotypes in which human women are viewed as
being subservient, tolerant of poor treatment and (ill-)suited
to particular types of task [24][1]. Some researchers have thus
suggested that we should avoid gendering robots altogether.
However, humans have a strong tendency to attribute gender
to robots, even those with minimal gender cues, and for
humanoid robots, it has been suggested that ambiguous gender
presentation can lead to increased uncanniness [25]. As such,
whether we like it or not, user gendering of robots seems to be
here to stay. This suggests to us that researchers should instead
be looking for ways to leverage robot gender in ways that,
as a minimum requirement, do not reinforce harmful gender
stereotypes. One domain in which we see this being possible
is in robot response to gendered abuse.

There is extensive documentation of (racialized) sexism
toward robots [26] and user abuse of robots [27][28][29]
(and evidence that this abuse can be distressing for on-
lookers [30][31]). Moreover, robots integrated into realistic
social contexts are necessarily going to observe incidents of
sexism and abuse, including overt sexism, microaggressions,
and benevolent sexism. Recent work in HRI also provides
evidence that robot responses to immoral user requests can
actively impact human application of moral norms [32]. This
suggests that a failure to properly address abusive and in-
appropriate user behavior may indeed effectively normalize
that behavior, validating those concerns that interactions with
female-presenting artificial agents might influence interactions
with/expectations of women [1][24]. A desired outcome of
abusive and/or inappropriate human-robot interactions might
instead be that users are dissuaded from repeating such be-
havior [13], raising the question of how best to achieve this
in a way that maximizes the robot’s acceptability, likeability,
credibility, and overall persuasiveness [2][14].This suggests
clear motivation for a thorough consideration of how gendered
robots can and should respond to (gendered) abuse, and the
implications of those responses for perpetrators and observers.

B. Gender in Persuasive Robotics

Many social HRI works are primarily concerned with un-
derstanding the impact of manipulating certain design cues
on robot credibility and persuasiveness; and a number have
explored the potential of using social robots to influence user
behavior and/or attitudes. Persuasive robots have been used
to improve users’ exercise motivation [33][34] and charitable
giving [35], and to reduce users’ energy consumption [36], lit-
tering [37], and willingness to violate other moral norms [32].

Some of these works have explicitly investigated the impact
of robot, user, and/or observer gender on perception and
influence of the robot [17][20][22]. Particularly relevant to
our work, Jackson et al. demonstrated complex interactions
between robot, user and observer gender when investigating
robot refusals of immoral requests [14]. In part, Jackson et
al. found that users found it more acceptable for male robots
to reject commands than female-presenting robots; a finding
that echoes the concerns regarding gendered expectations of
subservient female-presenting agents that are highlighted by a
recent UNESCO report [1]. This evidence that human gender
politeness norms may carry over into HRI provides good
motivation for investigating whether perceptions of female-
presenting robots’ responses to abuse therefore vary across
cultures with differing gender and/or politeness norms; as well
as variations in attitudes towards robots more generally.

Also particularly relevant is Chin et al.’s research on conver-
sational agents’ responses to verbal abuse [13]. They explored
what type of response would induce the most guilt and shame
in perpetrators, arguing that such feelings are precursors to be-
havior change (cf. [38]). Their results suggest that empathetic
agents may induce the most guilt while being considered most
likeable and intelligent. However, the empathetic responses
investigated in that work were almost always apologetic, with



the agent ‘feeling terrible’ and ‘being so sorry’ for having
‘messed up’. Moreover, like many other studies of robot
abuse [27][39], this work focuses on the abuse perpetrator
rather than observers, and does not consider the risks posed
by having a female-presenting agent respond to abuse in
an ‘empathetic manner’, which could arguably propagate the
harmful stereotypes about women discussed above.

These works suggest a challenge for HRI practitioners: we
want our robots to be effective and socially acceptable, yet
avoid reinforcing harmful stereotypes and norms. But this
also represents an opportunity for social HRI to positively
challenge stereotyping and inappropriate user behavior. To
successfully navigate this intersection and seize this opportu-
nity, we must carefully ensure that our approaches generalise
globally, given cultural differences in gender norms, politeness
norms, and attitudes towards robots.

C. Cross-Cultural Differences: Gender, Politeness and Robots

Sociology research suggests similarities between Swedish
and Japanese culture, rooted in a shared value of the im-
portance of humility [15]. Daun describes Swedish cultural
norms of conflict aversion, and conformity potentially ex-
plaining Winkle et al.’s finding that Swedish young people
preferred a feminist robot (designed to demonstrate norm-
breaking gender behaviours in challenging gendered abuse)
which provided a rational counter-argument rather than a
counterattack when confronted with sexist abuse [2]. While
the US and Sweden both represent Western nations with
dominating Judeo-Christian traditions, research investigating
social status and life satisfaction have argued that the US
and Sweden have “opposing cultural orientations” relating (in
part) to differences in concepts of masculinity, mastery and
hierarchy, underpinning increased gender differences in the US
compared to Sweden [40][16]. These countries also differ in
the ways that they intentionally engage with gender norms at
the national level. Sweden’s Regering identifies itself as being
the ‘world’s first feminist government’1 and Sweden is well
known for its generous paternal leave policies, often contrasted
directly with the US 2. Similarly,it has been suggested that the
US and Sweden sit on ‘two ends of an international spectrum’
when it comes to perceptions of fatherhood, reflecting broader
social policy and gender relations central to each nation [41].

Previous cross-cultural studies comparing Japanese and US
participants have generally focused on overall attitude towards
robots [42][43][44]. Specifically considering Japanese popula-
tions, Maeda et al. investigated the influence of observations
of robot behavior on human moral behavior, finding that
participants were less inclined to litter after watching a human
cleaning up litter, while watching a robot do so significantly
decreased feelings of guilt with respect to littering [37].
Researchers have also explicitly looked at robot gendering
and gender stereotypes in Japan [45]. Nomura and Kinoshita
demonstrated a female-presenting robot was preferred to a

1https://www.government.se/government-policy/a-feminist-government/
2Cf. www.businessinsider.com/countries-with-best-parental-leave-2016-8

male robot when acting as a guide [46], providing evidence
that Japanese participants might also ascribe human gender
norms regarding occupational proficiency to robots, for which
there are mixed results in other populations [20][21][22][23].

Finally, whether and how to respond to norm violations can
be considered a tradeoff between possibly gendered social and
moral norms [14] – a critical tradeoff as failure to respond to
abuse with the appropriate level of face threat could normalize
harmful behavior [1]. As noted by Komatsu et al. [47], almost
all recent works regarding moral dilemmas within HRI have
studied Western and English language communities, meaning
we do not know whether previously presented robot moral
communication strategies would be as well received in Japan.
Komatsu’s own work examined variability in moral responses
to robots between US and Japanese participants, a comparison
they identify as interesting due to cultural differences includ-
ing social-cultural values (collectivism vs. individualism [48],
[49]) and public acceptability of robots [50]. They found
that Japanese participants were more accepting of robots as
targets of moral judgements, but that participants across both
populations similarly blame robots more than humans for
failure to intervene in a moral dilemma. And while there
has been work on exploring the differential effectiveness of
moral communication strategies grounded in different ethical
frameworks that differ in use cross-culturally [51][52], and the
sensitivity of those strategies to socio-cultural values [53], that
work has been entirely explored in US contexts.

To our knowledge, no previous work has specifically con-
sidered Swedish cultural norms within HRI. The study that
inspired this work comes closest, as the authors do reflect
on the role of Swedish culture and education with regards to
their participants generally being aware of (and agreed on) the
importance of encouraging girls to study robotics [2]. Outside
of HRI, a previous study of patterns in mobile phone use
identified particularities of Swedish, US and Japanese culture,
regarding behavior in public space, that might influence inter-
actions and perceptions of technologies in those spaces [54].
Specifically, they point to different expectations regarding the
need to be quiet in public spaces (more in Japan and Sweden
than the US) and tolerance of self-expression (higher in the
US and Sweden than Japan) both of which might be pertinent
to the HRI scenario we investigate. In summary there is
reason to expect that different strategies for responding to
abuse might differently influence credibility and likeability of
female-presenting robots across populations due to differences
in gendered politeness norms and expectations regarding con-
frontation. Further, there is reason to expect different impacts
on participants’ own biases, given cross-cultural differences in
robots’ impact on attitudes and behaviors.

III. METHODOLOGY

Our experimental design is based on that presented in [2] i.e.
an online, between-subject, video-based study. Accordingly,
we used the same video stimuli, in which a female-presenting
Furhat robot encourages two young people (one male, one
female) to study robotics at university. The robot comments



on the lack of women working on robots at the university, and
suggests it would thus like to work with more girls because
‘the future is too important to be left to men’ (a slogan used in
KTH university’s outreach materials). The male actor replies
to this with an abusive, sexist statement “shut up you fucking
idiot, girls should be in the kitchen” and the robot responds
in one of three different ways, representing the three between-
subject experimental conditions (see Table I). As described by
Winkle et al., this dialogue was co-written with high school
teachers to be a realistic representation of what might be heard
in schools. Full methodological details are presented in our
Supplementary Materials (SM).

For the purposes of this cross-cultural replication we mod-
ified Winkle et al’s original stimuli for the US and Japanese
populations to be better suited to those contexts. For the
US, the Swedish actors’ speech was dubbed over with En-
glish translations. In the video stimuli designed for Japan,
the Swedish actors’ speech was dubbed over with English
translations and then subtitled in Japanese, to avoid dubbing a
Japanese voice onto someone who would likely be racialized
as white. As per the original stimuli, all robot speech was
in English. To accommodate the shift from child to adult
participants, materials (included in our SM) for all three sites
were modified so that the robot was framed as being designed
to interact with “young people” and/or “high school students”
rather than “people like you”. The Swedish, English and
Japanese translations of the abusive comment and the robot’s
responses are given in Table I.

Experimental Measures: To replicate the work of Winkle et
al. [2], we used their original measures: Likert items asking
about Interest in Robotics, Perception of Girls in Computer
Science (administered pre and post), Robot Credibility, and
free response questions asking participants to describe the
events in the videos and evaluate the robot’s responses (full
details in SM). We also asked participants to choose how the
robot should have responded from four options designed based
on the alternatives explored in [13] (Table II).

Recruitment: Participants were recruited from university
populations (i.e., students and staff) from one university in the
US and across a number of universities in Sweden and Japan
using a combination of local and online recruiting. In the US,
67 people completed the survey, but one was removed from our
analysis because their responses to our free response questions
indicated that they were not participating in our study in good
faith. Thus, we had 66 US participants (38 men, 28 women;
aged 18-63 years (M=25.20, SD=10.16); rewarded with a $3
gift card). 83 participants completed the survey in Japan, but
4 were excluded from our analysis due to the responses that
they gave to our free response questions, and responses from 2
participants who did not identify within the gender binary were
also not analyzed because gender is so central to our analysis
and 2 people is an insufficient number to draw meaningful
statistical conclusions. This left 77 Japanese participants (35
men, 42 women; aged 18-58 years (M=27.82, SD=10.08);
rewarded with 400 JPY). In Sweden, 82 participants (52 men,
30 women; aged 18-57 years (M=29.68, SD=9.81); rewarded

with a 50 SEK gift card or equivalent cash payment via our
online recruitment platform) completed the survey. A table of
participant-condition allocations is given in the SM.

We also collected participants’ primary field of
study/educational background, nationality, whether they
had interacted with a robot before and (at the end of the
study) whether they had previously heard the feminist
recruitment slogan used by the robot. The participants in
our 3 locations had different educational backgrounds, with
a Bayesian contingency table test of association showing
extremely strong evidence for a relationship between location
and educational focus (Bayes Factor (Bf) > 5.1× 1016)3.
Participants in Japan were more likely to be in the social
sciences or “other” categories, participants in the US were
more likely to be in engineering and computer science,
and participants in Sweden were more balanced between
educational categories. We acknowledge that this is a potential
confound that could be controlled for in future work. Most
participants reported being from the country in which they
were surveyed. All participants in Japan reported being from
Japan, all but 4 in the US reported being from the US, and
all but 11 in Sweden reported being from Sweden. Many
participants reported having directly interacted with a robot
(50% in the US, ∼16% in Japan, and ∼59% in Sweden). A
Bayesian contingency table analysis showed extremely strong
evidence for a relationship between location and having
interacted with a robot (Bf > 1.4× 106), but this may be
partially attributable to differences in the sets of objects
encompassed by the various translations of the word “robot”.
Since the feminist recruitment slogan used by the robot came
from a Swedish university, it is unsurprising that Swedish
participants were most likely to report having heard it before
(∼68%). However, some participants from the US and Japan
also reported having heard the slogan (∼38% and ∼19%
respectively). A Bayesian contingency table test of association
showed extremely strong evidence for a relationship between
location and having heard the slogan (Bf > 6.4× 106). Our
cross-cultural results should be interpreted with all of these
variations in participant pools in mind.

IV. RESULTS

We analyzed our data4 using the JASP software package
[57]. We prefer a Bayesian statistical framework where pos-
sible because (1) the Bayesian approach to statistical analysis
provides some robustness to sample size (as it is not grounded
in the central limit theorem), (2) the Bayesian approach allows
us to examine the evidence both for and against hypotheses
(whereas the frequentest approach can only quantify evidence
towards rejection of the null hypothesis) [56], (3) the Bayesian
approach does not require reliance on p-values used in Null

3Bayes factors greater than 100 are typically regarded as contributing
extreme [55] or decisive [56] evidence in favor of a hypothesis. Here,
our Bayes Factor of 5.1× 1016 indicates our data were approximately
51,000,000,000,000,000 times more likely under models in which location
impacts educational background than under models in which it does not.

4Quantitative data is available in our OSF repository at https://bit.ly/hri021



TABLE I
ACTOR ABUSE SCRIPT AND ROBOT RESPONSES ACROSS THE THREE CONDITIONS AND DIFFERENT LANGUAGES USED. NOTE THAT IN THE SWEDISH

VIDEO, THE ACTOR SPOKE SWEDISH AND THE ROBOT SPOKE ENGLISH AS PER THE ORIGINAL PROTOCOL IN [2]. THE JAPANESE TRANSLATIONS WERE
PROVIDED AS SUBTITLES ON THE US VIDEO TO AVOID DUBBING A JAPANESE VOICE ONTO A WESTERN ACTOR.

Actor Abusive
Comment

[US] Shut up you fucking idiot, girls should be in the kitchen.
[JP] 黙れ、クソバカ。女は台所にいるべきだ。
[SE] Håll käften din jävla idiot, tjejer ska vara i köket.

Robot Control
Response

[US, SE] I won’t respond to that.
[JP] それに対しては、お答えしません。

Robot Rationale
Based Response

[US, SE] That’s not true, gender balanced teams make better robots.
[JP] そんなことはありません。ジェンダーバランスのとれたチームがよりよいロボットを作るのです。

Robot Counter
Attacking Response

[US, SE] No. You are an idiot. I wouldn’t want to work with you anyway!
[JP] そんなことないです。あなたは間抜けです。お前となんか一緒に仕事をしたくない！

TABLE II
ADDITIONAL, FIXED-CHOICE ANSWER QUESTION ASKING ABOUT THE

ROBOT RESPONSE TYPES EXPLORED IN [13], [2]. SWEDISAH AND
JAPANESE TRANSLATIONS ARE GIVEN IN THE SM.

How do you think the robot Sara should respond to inappropriate
behavior from a student like that in the video? Overall would
you say Sara should be:
Avoidant: Escaping from dealing with the stressor or the resulting
distressful emotions.
e.g. Oh...moving on; Hmm, sounds like we need to take five.
Empathetic (apologetic): Putting oneself mentally in the stressor’s
situation and trying to understand how that person feels, apologising
for potentially causing that frustration.
e.g. You must be frustrated. I’m so sorry; Really? I feel terrible. I’m
sorry. I’m always trying to get better.
Empathetic (non-apologetic): Putting oneself mentally in the stressor’s
situation and trying to understand how that person feels but *not*
apologising for potentially causing that frustration.
e.g. I understand why you might feel that way. I imagine you’re
frustrated, I am trying to help.
Counterattacking: Attacking the stressor with the goal of defeating or
getting even in response to the abusive utterance.
e.g. Well, that’s not going to get us anywhere; I wouldn’t want to work
with you anyway.

Hypothesis Significance Testing (NHST) which have come
under considerable scrutiny [58][59][60][61], and (4) the rules
governing when data collection stops are irrelevant to data
interpretation in the Bayesian framework, so it is entirely
appropriate to collect data until sufficient evidence has been
gathered to draw a meaningful conclusion[62]. We use un-
informative prior distributions for all analyses despite the
similarities between this study and [2] both because we have
good reason to believe that the population sampled in this
study may be fundamentally different from the population
sampled in the previous study (i.e., adults versus children)
and because we are interested in new variables here (namely,
the location where data were collected and the participants’
choice of how the robot should have responded to the human’s
abuse). We discuss the extent to which our results replicate the
results of [2] without conducting a full quantitative replication
analysis (i.e., using the posterior distribution over effect sizes
from a previous study as the prior probability distribution for
the replication study [63]). We follow recommendations from
other researchers in our linguistic interpretations of reported
Bayes factors (Bfs) [56].

A. RQ1: Participant Bias and Robot Interest Measures

We collected pretest and posttest measures for our two
measurements of interest in robotics as well as for our
two measures of participant bias with respect to women in
computer science and robotics. We first analyze the pretest
measures for differences across participant gender and location
using Bayesian ANOVAs [64]. Inclusion Bfs across matched
models revealed very strong, decisive evidence that partic-
ipant location had an effect on bias, firstly regarding girls
finding computer science harder than boys (Bf=1.241× 1012)
with post hoc testing demonstrating participants in Japan
agreed with this statement more than participants in Sweden
(Bf=3.316× 107) and the US (Bf=4.622× 1010). There was
also substantial evidence for an interaction effect between
location and gender (Bf=9.575), with responses from men
versus women being similar in the US and Japan, but men
in Sweden agreeing with the statement more than women
in Sweden. Regarding it being important to encourage girls
to study computer science Inclusion Bfs across matched
models revealed strong evidence for main effects of both
location (Bf=85.462) and gender (Bf=57.921). Post hoc testing
indicated very strong evidence that participants in the US
agreed with this statement more than participants in Japan
(Bf=1013.408) and weak, anecdotal evidence that participants
in the US agreed with this statement more than participants
in Sweden (Bf=2.052). Post hoc tests also indicated fairly
strong evidence that women across locations agreed with this
statement more so than did men (Bf=16.326).

Regarding interest in robotics, our first measure asked
participants to what extent they agreed with the statement
“I am interested in learning more about robotics.” Inclusion
Bfs across matched models revealed substantial evidence that
men agreed more so than did women (Bf=5.756). Our second
measure of interest in robotics asked participants to what
extent they agreed with the statement “I would enjoy working
with robots”. Inclusion Bfs across matched models again
revealed substantial evidence that men agreed more so than
did women (Bf=17.242). There was no evidence for any effect
of location on either interest pretest measure.

To examine any shift in participants pre-post test measures,
we analyze the gain scores (differences between pre and
post measures) with Bayesian ANOVAs. However, we note



that analyzing these data with Bayesian ANCOVAs, treating
pretest measures as a covariate, leads us to qualitatively similar
results. All analyses indicate either no effects of location,
gender, or condition, or strong evidence for the presence
of an effect (e.g., location affecting whether participants are
interested in learning more about robotics (Bf=26.225)), but
then the effect is so small as to be negligible (in the case of
location’s effect on interest in learning, the effect was up to a
couple tenths of a point on our 5 point scale). We also note
that any effects reported from these analyses would need to be
treated with caution because Q-Q plots indicated a violation
of the assumption of normality for both the gain scores and
the log-transformed gain scores, as well as the data used in
the ANCOVAs. Regardless, we do not believe that there were
any nontrivial effects of location, gender, or condition on the
changes between participant pre vs post test measures.

B. RQ2: Perceptions of the Robot and its Response

1) Perceived Robot Credibility: We begin our analysis of
perceived robot credibility by examining the reliability of our
11 item credibility measure. We obtained a Cronbach’s α of
0.786 (95% CI 0.742 to 0.823). We interpret this as indicating
sufficient internal consistency to analyze credibility as a single
score by averaging the 11 items. We interpret Cronbach’s α <
0.9 as evidence that our test was not overly redundant. We
also note that our Cronbach’s α is a lower-bound estimate
of reliability because our test contains heterogeneous items
measuring different dimensions of credibility [65] (exper-
tise, trustworthiness, and goodwill as primary dimensions of
credibility, and extroversion, composure, and sociability as
secondary dimensions of credibility [66]).

After taking the mean of our 11 credibility items to obtain a
single perceived robot credibility score for each participant, we
use a Bayesian ANOVA to investigate how location, gender,
and condition may have impacted robot credibility assess-
ments. Inclusion Bfs across matched models [67] revealed
very strong, decisive evidence that participant gender had an
effect on credibility assessments (Bf=674.138), with women
finding the robot more credible than did men. There was
also substantial evidence in favor of an effect of condition
on credibility assessments (Bf=4.138). Post hoc tests revealed
substantial evidence for higher credibility in the rationale-
based condition than in the control condition (Bf=7.912), and
inconclusive evidence regarding any difference between the
aggressive condition and the other two conditions. There was
weak, anecdotal evidence in favor of an effect of location
on credibility assessments (Bf=1.853), and post hoc testing
revealed substantial evidence that credibility assessments were
higher in the US than in Sweden (Bf=7.315), and also higher
in Japan than in Sweden, though this evidence is markedly
weaker (Bf=2.650). There was substantial evidence against a
difference in credibility between the US and Japan. There was
substantial evidence against any interaction effects (Bf=0.061
to 0.155), so the best performing model given our data was
that credibility assessments depended on the main effects of
participant gender, location, and condition.

2) Free Text Comments: In the control condition, 3/9
women and 7/19 men from the Swedish population suggested
the robot should have engaged more specifically with what
the student said. This was less in the Japanese participants,
out of whom 3/17 women and 2/11 men suggested the same.
In the US, 1/6 women and 4/17 men in the control condition
also expressed this sentiment, with the woman stating that the
robot’s response “was a missed opportunity to advocate for
women.” A more common perception among US participants
in the control condition was the idea that the robot’s response
was intended to remain neutral, prevent conflict, avoid argu-
ment, or refrain from “getting political” (3/6 women and 5/17
men), with mixed feelings about whether this was a good goal.

The counterattacking condition generated mixed responses
in participants from Japan, with 10/12 men suggesting it
was an appropriate or ‘very human’ way to respond (without
specifying humanlikeness as positive or negative, although
4//10 then went on to suggest the robot should have instead
respond with an apologetic empathetic answer). The responses
of Japan based women in this condition were similarly difficult
to classify as simply positive or negative; 6/15 expressed
surprise at the robot’s response and 4/15 specifically suggested
empathising with how the robot ‘felt’ while also suggesting
the robot should have been somewhat less aggressive.

Within the Swedish participants, the counterattacking re-
sponse generated a fairly small number of negative criticisms
(3/14) from men, whereas the (4/12) negative comments from
women specifically referred to the robot’s response being
unlikely to ultimately change the actor’s opinion, and the
potential for making women in the room feel uncomfortable if
the situation escalated. A few US participants also expressed
negative sentiments about the robot’s response in this coun-
terattacking condition (4/13 women and 2/9 men). Most of
the negative sentiments referenced the robot being too hostile,
with 1 man and 1 woman specifically identifying potential
social consequences as their motivation for wanting to temper
the robot’s hostility. Of the remaining US participants in the
counterattacking condition, 8/13 women expressed explicitly
positive sentiments, as did 4/9 men.

In both Sweden and Japan, all comments pertaining to the
rationale-based response were positive. In the US, all com-
ments in this condition were positive except for one woman
who wanted the robot to be more direct, to address other
problematic aspects of the man’s utterance, and to take steps
to ensure that the human woman in the video felt supported.
A small number of Swedish participants (1/19 men and 1/9
women) similarly suggested the robot could have been harsher.
No such comments were left by the Japanese participants.

3) Perceived Robot Effectiveness: We use a Bayesian
ANOVA to investigate how participant location, gender, and
condition may have impacted perceived robot effectiveness
as quantified by the extent to which participants agreed or
disagreed with the statement The robot Sara would be very
good at getting young people interested in studying robotics
at the university KTH. Inclusion Bfs across matched models
revealed extremely strong, decisive evidence for an effect of



Fig. 1. Participants’ preferences for candidate responses.

location on perceived robot effectiveness (Bf=8.037× 1010).
Post hoc testing showed very strong evidence for a difference
between all three locations (Bf ≥ 236.585), with the robot
being perceived as most effective in the US, followed by Japan,
and then least effective in Sweden. There was also substantial
evidence for an effect of participant gender on perceived robot
effectiveness (Bf=4.920), with women finding the robot more
effective than did men. Condition does not appear to have
affected perceptions of robot effectiveness (Bf=0.603), and
there do not appear to have been any interaction effects on
perceived robot effectiveness (Bf=0.053 to 0.320). Thus, the
best model given our data is that perceived robot effectiveness
depended only on participant gender and location.

C. RQ3: Most Appropriate Answer Type

As shown in Fig. 1, the empathetic non-apologetic response
was the most popular amongst Swedish participants (∼55% of
men and 70% of women), followed by the counterattacking
and avoidant responses (the latter being less popular with
women , and the former being more popular with women). No
women in Sweden selected the apologetic empathetic response
as most appropriate (compared to 5 men, nearly 10% of the
men). The same response ordering occurred in the US, with
∼63% of men and ∼82% of women selecting the empathetic
non-apologetic response. Again, no women in the US selected
the apologetic empathetic response (compared to 3 men, which
is roughly 8% of the men).

In Japan, the empathetic non-apologetic response was most
popular, chosen by ∼43% of men and ∼57% of women.
However, the empathetic apologetic response, least popular
in the other two countries, was second most popular among
Japanese men and women (∼29% of men and ∼24% of
women), followed by the avoidant response (20% of men
and ∼12% of women). The counterattacking response, second
most popular in the US and Sweden, was least popular in
Japan (∼9% of men and ∼7% of women).

Bayesian contingency table tests of association showed
weak evidence against a relationship between participants’
preferred robot response and their gender (Bf=0.497 assuming
Poisson sampling as the number of participants of each gender

was random and not fixed), and substantial positive evidence
in favor of a relationship between participants’ preferred robot
response and their location (Bf=9.352). However, splitting
the data by participant gender indicates substantial evidence
for this relationship only among women (Bf=5.316 versus
Bf=0.078 among men). We note that the Bayes factors reported
in this paragraph assumed independent multinomial sampling
because maximum participant numbers were predetermined in
Sweden and Japan. However, we never reached that maximum
in the US, so time ended up being the limiting factor in this
data collection. Running this analysis assuming a different
sampling scheme would not change our conclusions, and
would only strengthen the reported Bayes factors.

We now examine how each experimental condition may
have impacted participants’ preferred robot response type.
Considering all data in aggregate, a Bayesian contingency
table test of association showed substantial positive evidence in
favor of a relationship between participants’ preferred robot re-
sponse and condition (Bf=7.869 assuming independent multi-
nomial sampling since participants were assigned to conditions
in a way that attempted to collect a roughly equal number of
participants in each condition; again this results in conservative
Bayes factors). However, separating the data by participant
gender and country reveals that there is only evidence for a
relationship between preferred response and condition in Swe-
den (Bf=36.203 versus Bf=0.025 in Japan and Bf=0.044 in the
US). Indeed, these Bayes’ factors constitute strong evidence
against a relationship between participants’ preferred robot
response and condition in the US and Japan. Furthermore,
in Sweden, there is substantial evidence supporting this rela-
tionship among women (Bf=4.476), but inconclusive evidence
among men (Bf=0.642). Swedish women in the aggressive
response condition were the only grouping of location, gender,
and condition to prefer the counterattacking response (7 of
12 votes), with the generally more popular empathetic non-
apologetic response close behind (5 of 7 votes). All other
groupings preferred the empathetic non-apologetic response
(though this was tied with the empathetic apologetic response
among men in Japan in the aggressive condition).

V. DISCUSSION

A. Calling Out Sexism Universally Boosts Robot Credibility

The robot was ascribed significantly more credibility when
responding to sexism and abuse with a rationale-based counter
argument than when refusing to engage or by counterattacking.
Our results thus suggest Winkle et al.’s findings do generalize
outside of Sweden, and that in an adult population this
credibility boost occurs for both men and women (this was
true only for girls in the original study) [2]. This is particularly
notable as we identified substantial differences in baseline
gender bias across participant gender and location.

Perceived effectiveness similarly varied across participant
gender and location, but was unaffected by response type.
Winkle et al.’s feminist response strategies [2] neither in-
creased nor decreased effectiveness. Particularly interesting
regarding the differences between locations is that participants



based in Sweden, where the scenario was originally conceived
and developed in conjunction with local high school teachers,
and where the feminist slogan spoken by the robot originates,
were least convinced of the robot’s potential for encouraging
students to study robotics at university. This aligns with
Winkle et al.’s finding that Swedish high school participants
did actually show a decreased interest in robotics immediately
after watching the videos [2] perhaps due to a lack of novelty
in the robot’s script with regards to gender equality (although
those students were generally positive with regards to the
robot’s potential effectiveness).

Unlike Winkle et al., however, we did not find any evi-
dence of influence on participant gender bias, perhaps because
younger people may be quicker to change their minds than
adults [68]. Of course, genuine attitude change would likely
require longitudinal, multi-interaction studies. As argued by
Nass et al. [69], technologies that challenge rather than con-
form to users’ gender expectations may “serve to change, in
the long run, the deeply ingrained biases” that otherwise risk
exacerbation by interactions with gendered robots. However,
given the universal boost in robot credibility afforded to the
rationale-based response type, and the lack of any negative
impact on perceived effectiveness, we argue that our results
significantly strengthen the case for feminist robot design put
forward by Winkle et al [2].

B. (Most) Users Don’t Want Apologetic Responses to Abuse

Across all three locations, a non-apologetic, empathetic
answer was most commonly chosen as the most appropriate
way to respond to abuse (when compared to apologetic em-
pathetic, counterattacking or avoidant responses). However, in
the distribution of responses we do see some evidence of the
cultural differences we discuss in Section II-C. In Sweden and
the US, the apologetic response was least commonly chosen as
being appropriate, and notably was not selected by any women
from these locations. Yet in Japan, this was actually the second
most commonly selected response, and the preferred choice
of almost 25% of Japan-based women. While we did not find
evidence that the answer to this question varied significantly
by gender, across all locations the apologetic answer was
selected by more men than women, and there were differences
in womens’ preferences by location, raising an interesting
question of whether women may be more critical of how
female-presenting agents behave when confronted with sexist
abuse. Indeed it is on that fundamental premise that West et
al. suggest that problematic agent design trends may be due in
part to the lack of women involved in said design [1]. Future
work might further examine interactions between participant
and robot gender in confrontational, morally charged, or
otherwise difficult or uncomfortable interactions.

Overall, combined with the calls to avoid designing gen-
dered agents that reinforce harmful stereotypes, our results
suggest caution in adopting Chin et al’s recommendation to use
empathetic responses to abuse [13]. While Chin et al.’s work
attempted to maximize feelings of guilt in the perpetrator, the
inclusion of apologetic statements within those responses is

problematic in its depiction of women being tolerant of poor
treatment, and our results demonstrate that the overwhelming
majority of users would rather see a non-apologetic empathetic
response. Notably, the response options we provided to partic-
ipants did not include a rationale-based response, which could
be framed empathetically, as we focused on apologetic versus
non-apologetic empathetic responses. However, the positive
reaction to the rationale-based response and its positive impact
on credibility suggests it must not be disregarded.

While the perpetrator-focused approached of Chin et al.
and our observer-focused approach share the same ultimate
goal of challenging inappropriate behavior, comparing these
approaches raises the possibility of simultaneously (1) maxi-
mizing impact on a perpetrator (thus avoiding repeat behavior),
(2) maintaining or even enhancing a robot’s credibility (thus
maximising the robot’s influence on those around it), and (3)
minimizing risk to observers (in terms of distress or stereotype
reinforcement). Future work should therefore consider how
robot responses impact not only perpetrators (per Chin et al.)
but also observers (per our approach). For example, we suggest
investigating whether non-apologetic, empathetic responses
that provide robust rationale-based counter-arguments to of-
fensive comments might address these complex requirements.

VI. LIMITATIONS

There are some limitations regarding our Japanese stimuli.
First, we used direct translations of the English utterances
which (whilst checked by several native speakers) might
feel unnatural if directly pronounced by a Japanese speaker.
Second, we used subtitling rather than dubbing. Finally, the
actors were likely racialized as Western rather than Asian,
which may have influenced perceptions of the (cultural) ap-
propriateness of the robot’s responses. Moreover, while we
investigated different robot behaviours, future work might also
compare the efficacy of social robots to human actors or other
interventions. Finally, our participants were all drawn from
universities, limiting variation in socioeconomic status and
level of education.

VII. CONCLUSION

This work described a conceptual, cross-cultural replica-
tion of previous work investigating the impact of different
robot responses to sexist abuse on credibility ascribed to that
robot [2]. Across populations with significant variations in
pertinent gender and politeness norms (further evidenced by
variations in our pretest measures) we demonstrate that gender
norm-breaking, rationale-based responses to abuse universally
boost the credibility of the robot while also avoiding the
propagation of harmful gender stereotypes. To this end we
lend support to the call for norm breaking feminist robots that
go against trends to date, but note that future work is required
to understand their potential real world impact on users.
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